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Abstract

In distributed computing by mobile robots, robots are deployed
over a region, continuous or discrete, operating through a sequence
of look-compute-move cycles. An extensive study has been carried
out to understand the computational powers of different robot
models. The models vary on the ability to 1) remember constant size
information and 2) communicate constant size message. Depending
on the abilities the different models are 1) OBLOT (robots are
oblivious and silent), 2) FSTA (robots have finite states but silent),
3) FCOM (robots are oblivious but can communicate constant
size information) and, 4) LUMI (robots have finite states and can
communicate constant size information). Another factor that affects
computational ability is the scheduler that decides the activation
time of the robots. The main three schedulers are fully-synchronous,
semi-synchronous and asynchronous. Combining the models (𝑀)
with schedulers (𝐾 ), we have twelve combinations𝑀𝐾 .

In the euclidean domain, the comparisons between these twelve
variants have been done in different works for transparent robots,
opaque robots, and robots with limited visibility. There is a vacant
space for similar works when robots are operating on discrete re-
gions like networks. It demands separate research attention because
there have been a series of works where robots operate on different
networks, and there is a fundamental difference when robots are op-
erating on a continuous domain versus a discrete domain in terms
of robots’ movement. This work contributes to filling the space by
giving a full comparison table for all models with two synchronous
schedulers: fully-synchronous and semi-synchronous.
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1 Introduction

In distributed computing swarm robotics is a well-studied area. The
last two decades have been dedicated to studying different problems
like gathering, pattern formation, exploration, and dispersion etc. The
majority of problems have been dealt with in both, first in contin-
uous domains, then in discrete domains. Continuous domains are
Euclidean planes, continuous cycles, etc. and discrete domains are
different types of finite and infinite graphs. In these problems robots
are point computing units deployed over some domain, continuous
or discrete. The robots are generally autonomous (the robots do
not have central control), identical (indistinguishable from phys-
ical appearance), anonymous (the robots do not have any unique
identifier) and homogeneous (all robots have same capabilities and
runs the same algorithm). The robots operate in look-compute-move

(LCM) cycles. On activation, a robot enters in look phase where it
finds out the positions of the other robots in its vicinity. Then it
enters into compute phase where it runs the inbuilt algorithm to
find out where to move or stay put. Next, in move phase the robot
moves or stays put according to the decisions in compute phase. In
continuous domains, the robots have the freedom to move at any
distance with any precision. On the other hand, in discrete domain
or in networks the robots are only allowed to move to an adjacent
node of its current position. A robot cannot stop in between an
edge connecting two nodes. Problem have been considered in dis-
crete domains because sometimes in the practical field the infinite
precision in movement by robots is not possible. Also, sometimes
the domains are engraved with a predefined networks, like star
graphs, line graphs, rectangular and triangular grids, etc.

The robot models vary on robot capabilities. The two fundamen-
tal capabilities are memory and communication. There are main
four models: 1) OBLOT , 2) FSTA, 3) FCOM and 4) LUMI.
The OBLOT model (formally introduced in [19]) is the weakest
one. In this model, the robots are oblivious, i.e., they do not have
persistent memory to remember past actions or past configurations.
Also, in this model robots are silent, i.e., they do not have any com-
munication ability. In the LUMI model the robots are equipped
with persistent lights that can take finitely many colors. This model
is formally introduced in [6]. At the end of the compute phase, a
robot changes the color of the lights as determined by the algorithm.
Each robot can see its own color in a look phase. Thus, it serves
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as a finite memory. Next, other robots can see its lights. Thus, it
serves as a communication architecture through which it can com-
municate a finite bit of information to other robots. The LUMI
model is the strongest in terms of memory and communication. The
other two intermediate models are introduced in [12]. We have the
first intermediate model FSTA. In the FSTA model lights of a
robot are internal, i.e., it is only visible to itself. Thus, the robots
only have finite persistent memory, but the robots are deprived of
communication ability. The next intermediate model is FCOM.
In this model, the lights of a robot are external, i.e., it cannot see
color of its light. Thus, it only gives the ability to communicate a
finite number of bits but has no persistent memory.

Next, another key aspect for solving a problem is the considered
scheduler. The scheduler is considered an entity that decides when
to activate a robot. There are two main types of scheduler. In syn-

chronous scheduler, the time is divided into equal rounds. In each
round, a set of robots are activated and they simultaneously per-
form their LCM cycle. In the fully-synchronous scheduler (Fsync),
in each round, all the robots are activated by the scheduler. On the
other hand, in semi-synchronous scheduler (Ssync), introduced in
[19], a subset of all robots are activated in a particular round. A
fair scheduler activates each robot infinitely often. Here we assume
that the scheduler is fair. In an asynchronous (Async)scheduler,
introduced in [10], the robots operate independently of each other
and they have no synchrony at all. Also, the length of an LCM
cycle of a robot can be unbounded and be different in different
activations. A variant 𝑀𝐾 is a model 𝑀 together with a scheduler
𝐾 . For convenience we shall denote 𝑀Fsync, 𝑀Ssync, and 𝑀Async

respectively by𝑀𝐹 ,𝑀𝑆 , and𝑀𝐴 .
Let X and Y be two variants. Then X > Y denotes that the X

is computationally more powerful variant than Y, X ≡ Y denotes
that the X is computationally equivalent to Y, and X ⊥ Y denotes
that X and Y are computationally incomparable. The works in
[2, 3, 6, 11, 13, 15] refine the computational landscape when trans-
parent robots are operating on the euclidean plane. Then in [9],
the authors refine the computational landscape when the opaque
(non-transparent) robots are operating on the euclidean plane. In
the above works, the robots have full visibility. In a similar work in
[5], the authors considered limited visibility and in this work also,
the robots operate on euclidean plane. Similar works are required
when the robots are operating on different types of networks. A
vast research work has been dedicated to investigating problems
like gathering, pattern formation, etc. on different networks. For
example, in [17] the rendezvous problem (gathering of two robots)
has been dealt with in an arbitrary network, in [1] the gathering
problem has been considered in discrete ring or cycle graph, in
[18] the arbitrary pattern formation problem has been considered
in an infinite rectangular grid. From the above-mentioned model,
comparison works for continuous versions, we observe that almost
every problem considered for comparison cannot be converted to
get a similar result for discrete versions. So a fresh set of prob-
lems and a completely different research focus are required for the
discrete version.

Why separate attention is needed. In the opinion of the au-
thors, comparison in the discrete domain is slightly more difficult
than the comparison in the continuous domain. The reason is as

follows. In the continuous domain, the robots can be directed to
move at any distance and in any direction. But through finite mem-
ory or finite communication, it is not possible to remember or
communicate a real number. This limitation has been exploited in
the previous works. But in a discrete domain, moving distance is
bounded by one hop, and possible directions is also finitely many,
as a robot can move to any one of the finitely many adjacent nodes.
So, the same method of exploitation does not work in discrete
domains. To be precise, in [11, 15] convergence problem is consid-
ered to compare two the models, which cannot be considered in
discrete setting. Next, in [11] a problem called TRAPEZOID FOR-

MATION is considered where it is shown that the problem is not
solvable in OBLOT𝐴 . This exploits the fact that in an asynchro-
nous scheduler, a snapshot by a robot can contain a moving robot.
It is not distinguishable from the snapshot that a robot is moving
or stationery at the time moment. Whereas in a discrete setting a
robot, seen on an edge connecting two vertices, is moving. Thus,
it is distinguishable. From these examples it is evident that some
completely different problems in nature need to be considered.

To the best of our knowledge, [7] is the only work where authors
refine the landscape when the robots are operating on graphs. In
[7], authors did not consider the models FSTA and FCOM. In
this work, we give the full computational landscape for all variants
𝑀𝐾 , where 𝑀 ∈ {OBLOT , FSTA, FCOM, LUMI} and
𝐾 ∈ {Fsync, Ssync}. And, also refines the computational landscape
for the Async scheduler. In the Table 1, the full comparison is given.
In our work the robots are disoriented, i.e., it does not have an
agreed notion of clockwise sense or any direction or handedness.
The robots have full unobstructed visibility.

2 Model and Preliminaries

2.1 Robots

A set 𝑅G = {𝑟1, 𝑟2, . . . , 𝑟𝑛} of 𝑛 mobile computing units, called
robots operating on a graph G (can be finite or infinite) embedded
on the euclidean plane. The robots are anonymous, i.e., the robots
do not have any unique identifier; identical, i.e., the robots are
indistinguishable from physical appearance; autonomous, i.e., the
robots have no central control; homogeneous, i.e., the robots have
same capabilities and run the same algorithm. A robot can rest on
the nodes of the graphs, and from a node, a robot moves to another
adjacent node. A robot cannot stop on an edge connecting to nodes.
The robots are equipped with a local coordinate system where the
robot considers itself at its origin and can find the position of other
robots.

Look-Compute-Move cycle. The robots operate through a
sequence of look-compute-move (LCM) cycles. On activation, the
robots enter into look phase. In this phase, the robot takes an instan-
taneous snapshot of the surroundings. Thus, it finds out position
and states (as declared) of other robots with respect to its local
coordinate system. After that, the robot enters into compute phase.
In this phase, the robot runs an inbuilt algorithm that takes the
information from the snapshot as input. Then it results in a destina-
tion position. The destination position is either an adjacent node of
the node, or the node itself where the robot is currently situated at.
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Figure 1: Comparison Table

In move phase, the robot moves towards the computed destination
position or, makes a null movement and stays put.

After the execution of an LCM cycle, a robot becomes inactive.
Initially, all robots are inactive. An adversarial scheduler is assumed
to be responsible for activating robots. The look phase is consid-
ered instantaneous and it is considered as the time instant of the
snapshot. The processing and gathering of information from the
snapshot is considered in the compute phase. The compute phase
ends when the robot starts moving and enters into the move phase.
The move phase includes the mechanical movement of the robot.

Considered Robot Models. The weakest and classical robot
model isOBLOT . In thismodel, the robots are not further equipped
with any technology that acts as a persistent memory or commu-
tation architecture. Thus, in this model the robots are oblivious
(absence of persistent memory) and silent (absence of communi-
cation ability). Hence, it cannot remember its past actions or past
configurations from the previous LCM cycle.

Another standard model in the literature is LUMI. In this
model, each robot 𝑟 is equipped with a register 𝐿𝑖𝑔ℎ𝑡 [𝑟 ] called light.
It can take values from a finite set𝐶 . Elements of the sets are called
colors. The color of the light of a robot is visible to other robots.
A color can be set to the light at the end of the compute phase
in an LCM cycle. The color of the light remains persistent in the
next cycle and it does not get reset automatically at the end of a
cycle. In the LUMI model the snapshot also consists of colors.
Thus for each robot, it gets a pair (position, color). A robot can have
more than one light. For these cases, if the robot has 𝑘 lights, the
color can be considered as an 𝑘 tuple (𝑟 .𝑙𝑖𝑔ℎ𝑡1, . . . , 𝑟 .𝑙𝑖𝑔ℎ𝑡𝑘 ) where
𝑟 .𝑙𝑖𝑔ℎ𝑡𝑖 is a color from 𝐶 . Thus, it is equivalent to the case having
one light with color set 𝐶𝑘 (cartesian product of 𝑘 number of 𝐶).
Note that, in the LUMI model the set 𝐶 must have at least two
colors. If 𝐶 has only one color then it is technically an OBLOT
model.

There are two intermediate models of in between the above two
which are FSTA and FCOM. In the first model, the light is
internal. This means that the color of the light is only visible to the
robot itself but not to other robots. Each color can be considered
a different state of the robots. These robots are silent but they
are finite-state. For the second model the lights are external. This
means the colors of the light are visible to other robots but not to
itself. This is used to communicate its color with other robots but
it cannot see its own color in the next LCM cycle. Thus, the robots
are oblivious but enabled with finite communication.

Here, a graph G is considered as an embedded graph, embedded
on an Euclidean plane. Suppose a set of more than one robot is
placed on G. Let 𝑓 be a function from the set of vertices of 𝐺 to
N ∪ {0}, where 𝑓 (𝑣) is the number of robots on the vertex 𝑣 of 𝐺 .
Then the pair (𝐺, 𝑓 ) is said to be a configuration of robots on G.

Schedulers. Depending on the activation schedule and time
duration of LCM cycles of the robots there are two main types of
schedulers. First, in a synchronous scheduler, the time is divided
equally into rounds. In each round, activated robots simultaneously
execute all the phases of the LCM cycles. In a fully-synchronous,
(Fsync) scheduler in each round all the robots present in the sys-
tem get activated. In a semi-asynchronous scheduler (Ssync), a
nonempty subset of robots is activated in the scheduler and all
activated robots simultaneously execute all the phases of the LCM
cycles. A fair scheduler activates each robot infinitely often. We
consider all schedulers to be fair. Next, in an asynchronous sched-
uler (Async) there is no common notion of time for robots. Each
robot independently gets activated and executes its LCM cycle. The
time length of LCM cycles, compute phases, and move phases of
robots may be different. Even the length of two LCM cycles for
one robot may be different. The gap between two consecutive LCM
cycles, or the time length of an LCM cycle for a robot, is finite but
can be unpredictably long. We consider the activation time and
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the time taken to complete an LCM cycle to be determined by the
adversary.

2.2 Problems and Computational Relationships

Let M = {OBLOT , FSTA, FCOM, LUMI} be the set of
models considered in this work, and S = {Fsync, Ssync, Async}
be the set of all considered schedulers. A variant 𝑀𝐾 denotes a
model 𝑀 together with scheduler 𝐾 . For convenience we shall
denote𝑀Fsync,𝑀Ssync, and𝑀Async respectively by𝑀𝐹 ,𝑀𝑆 , and
𝑀𝐴 .

A problem (or, task) is described by a finite or infinite enumer-
able sequence of configurations together with some restrictions on
the robots. The problem description implicitly gives a set of valid
initial configurations. An algorithm A is said to solve a problem
𝑃 in a variant 𝑀𝐾 if starting from any valid initial configuration,
any execution of A by a set of robots 𝑅 in the model 𝑀 under
scheduler 𝐾 can form the configurations given in the sequence in
the prescribed order maintaining the restrictions mentioned in 𝑃 .
For further insight see [4].

Let 𝑀 ∈ M be a model and 𝐾 ∈ S, then 𝑀 (𝐾) is the set of the
problems that can be solved in model 𝑀 under then scheduler 𝐾 .
Let𝑀1, 𝑀2 ∈ M and 𝐾1, 𝐾2 ∈ S.

• We say that a variant𝑀𝐾1
1 is computationally not less powerful

than a variant 𝑀𝐾2
2 , denoted as 𝑀𝐾1

1 ≥ 𝑀
𝐾2
2 , if 𝑀1 (𝐾1) ⊇

𝑀2 (𝐾2).
• We say that a variant𝑀𝐾1

1 is computationally more powerful

than a variant 𝑀𝐾2
2 , denoted as 𝑀𝐾1

1 > 𝑀
𝐾2
2 , if 𝑀1 (𝐾1) ⊋

𝑀2 (𝐾2).
• We say that a variant𝑀𝐾1

1 is computationally equivalent to a
variant𝑀𝐾2

2 , denoted as𝑀𝐾1
1 ≡ 𝑀𝐾2

2 , if𝑀1 (𝐾1) = 𝑀2 (𝐾2).
• We say that a variant𝑀𝐾1

1 is computationally orthogonal (or,

incomparable) to a variant 𝑀𝐾2
2 , denoted as 𝑀𝐾1

1 ⊥ 𝑀
𝐾2
2 , if

𝑀1 (𝐾1) ⊉ 𝑀2 (𝐾2) and𝑀2 (𝐾2) ⊉ 𝑀1 (𝐾1).
One can easy observe the following result.

Lemma 2.1. For any 𝑀 ∈ M and 𝐾 ∈ S, (1) 𝑀𝐹 ≥ 𝑀𝑆 ≥ 𝑀𝐴
,

(2) LUMI𝐾 ≥ FSTA𝐾 ≥ OBLOT𝐾 , and (3) LUMI𝐾 ≥
FCOM𝐾 ≥ OBLOT𝐾 .

3 Comparisons in FSYNC

This section compares the models OBLOT , FSTA, FCOM and
LUMI in a fully-synchronous scheduler.

Equivalency of FCOM𝐹
and LUMI𝐹 : First, we show the

equivalency of the models FCOM and LUMI in a fully syn-
chronous scheduler. For that, we recall the similar result in [14]
that deals with the same when the robots are operating in the eu-
clidean plane. The proof given in [14] is independent of the fact
that whether the robots are operating on a euclidean plane or a
discrete domain. Hence we can conclude the following result.

Theorem 3.1. FCOM𝐹 ≡ LUMI𝐹 .

Next, let us define a problem named moveOnce below for further
developments in this section.

Definition 3.2. Let two robots 𝑟𝑖 (𝑖 = 1, 2) be placed on a vertex
𝑣𝑖 (𝑖 = 1, 2) of a five cycle with a chord such that 𝑣1 and 𝑣2 are
not adjacent, and degree of each 𝑣𝑖 is 2 (Figure 2). The problem
moveOnce asks (1) the robot, that has an adjacent node with degree
2, to move once to that adjacent node and stay still afterward,
(2) other robot will remain still forever.

Figure 2: An image related to problem moveOnce

Lemma 3.3. ∃𝑅 ∈ R2, moveOnce ∉ OBLOT 𝐹 (𝑅).

Proof. If possible let there exist an algorithm A that solves the
problem in OBLOT 𝐹 . Since the robots are oblivious and have
no communication ability, so after finishing one move of robot 𝑟 ,
the configuration remains the same as the initial one. Thus, on
activation, the robot 𝑟 will again move back to its initial position,
which is a contradiction. □

Lemma 3.4. ∀𝑅 ∈ R2, moveOnce ∈ FSTA𝐴 (𝑅).

Proof. Let the robots have two states: off and done. Suppose
initially both robots have state off. From the graph topology, the
robots can identify which one to move. Let 𝑟1 be the robot that is
supposed to move. Then 𝑟2 does not move at all. Then on activation
first time (when its state is set as off) 𝑟1 shall move changing its
state to done. Next time, on activation it sees its state is set as done,
so it does nothing. Even after the move of 𝑟1 is done, the robot 𝑟2
can identify itself as the robot that is not supposed to move. Thus,
the above-described algorithm successfully solves moveOnce. □

Theorem 3.5. For each𝑀 ∈ {FSTA, FCOM, LUMI},
OBLOT 𝐹 < 𝑀𝐹

.

Proof. lemma 3.3 and Lemma 3.4 show that there exists a prob-
lem (moveOnce) that is solvable in FSTA𝐹 , thus solvable in
LUMI𝐹 , but not solvable in OBLOT 𝐹 . The problem moveOnce
is solvable in FCOM𝐹 from Theorem 3.1. Hence the result fol-
lows. □

Next, introduce a new problem by modifying the problem ¬𝐼𝐿
defined in [14] for the discrete version.

Definition 3.6. Let three robots be placed on a geometric graph
given in Figure 3. The initial configuration formed by robots is
Config-I (Figure 4). In problem ¬𝐼𝐿 the robots are required to move
to form Config-II (Figure 5). from Config-I, then Config-III (Figure 6)
from Config-II.

The following Lemma 3.7 and Lemma 3.8 follow from the same
arguments as given in [14]. Let us recall the arguments briefly in
the next two lines. In the FSTA model it is impossible for 𝑟2
to understand which robot has moved to form Config-II. But in
FCOM model the moving robot can set a distinct color in order
to let 𝑟2 know it.
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Figure 3: An image related to problem ¬𝐼𝐿

Figure 4: Config-I Figure 5: Config-II

Figure 6: Config-III

Lemma 3.7. ∃𝑅 ∈ R3, ¬𝐼𝐿 ∉ FSTA𝐹 (𝑅).

Lemma 3.8. ∀𝑅 ∈ R3, ¬𝐼𝐿 ∈ F COM𝐴 (𝑅).

Theorem 3.9. FSTA𝐹 < 𝑀𝐹
, for all𝑀 ∈ {F COM, LUMI}.

Proof. Lemma 3.7 and Lemma 3.8 show that the ¬𝐼𝐿 problem
is solvable in FCOM𝐹 but not solvable in FSTA𝐹 . Next, from
Theorem 3.1we haveFCOM𝐹 andLUMI𝐹 are equivalent. Thus,
the result is proven. □

4 Comparisons in SSYNC

This section compares the models OBLOT , FSTA, FCOM,
and LUMI in a semi-synchronous scheduler.

Theorem 4.1. For each𝑀 ∈ {FSTA, FCOM, LUMI},
OBLOT𝑆 < 𝑀𝑆

.

Proof. In Lemma 3.3 and Lemma 3.4, we showed that there
exists a problem solvable in FSTA𝑆 , thus also in LUMI𝑆 , but
not solvable in OBLOT𝑆 . Also, in Lemma 3.7 and Lemma 3.8,
we showed that there exists a problem solvable in FCOM𝑆 but
solvable in OBLOT𝑆 . Hence the result follows. □

In Lemma 3.3, we have shown that moveOnce is unsolvable in
OBLOT 𝐹 . In the following Lemma 4.2, we show that moveOnce
is unsolvable in FCOM𝑆 .

Lemma 4.2. ∃𝑅 ∈ R2, moveOnce ∉ FCOM𝑆 (𝑅).

Proof. Let 𝑅 = {𝑟1, 𝑟2}. If possible let there exist an algorithm
A that solves the problem in FCOM𝑆 . Let 𝑟2 be the robot that
needs to move. Let both robots be activated at every round. Let at
𝑘𝑡ℎ round 𝑟1 first time moves. Consider another execution where
from first to (𝑘−1)𝑡ℎ round, both robots get activated, but in 𝑘𝑡ℎ , 𝑟1
gets activated but 𝑟2 is not. Since the robots have no shared notion
of handedness or charity, the view of 𝑟1 remains the same at the

start of the (𝑘 + 1)𝑡ℎ round. Thus, in this execution, 𝑟1 will again
move to its initial position, which contradicts the correctness of
the A. □

Theorem 4.3. 𝑀𝑆 < LUMI𝑆 for all𝑀 ∈ {FSTA, FCOM}.

Proof. In Lemma 3.7 and Lemma 3.8 we showed that there exists
a problem that is solvable inLUMI𝑆 but not solvable in FSTA𝑆 .
Then, in Lemma 3.4 and Lemma 4.2 we showed that there exists a
problem that is solvable in LUMI𝑆 but not solvable in FCOM𝑆 .
Hence the result follows. □

Orthogonality of FSTA𝑆
and FCOM𝑆

. We define a new
problem named OSP in the following definition.

Definition 4.4. Suppose, three robots are placed at distinct posi-
tions on an infinite discrete line having Configuration A (Figure 7).
The OSP problem asks the robots to move such that it creates the
following sequence of configurations: <B, C, B, A, B, C, B, A, ...
>, where configuration B and C are given in Figure 8 and Figure 9
respectively.

Figure 7: Configuration A

Figure 8: Configuration B

Figure 9: Configuration C

We show that this problem cannot be solved under semi-synchronous
scheduler.

Lemma 4.5. ∃𝑅 ∈ R3, OSP ∉ FSTA𝑆 (𝑅).

Proof. If possible there is an algorithmA that solves the problem
in a semi-synchronous scheduler. Consider an execution 𝐸 where
all the robots are activated in each round. Then there will be rounds
𝑘1, 𝑘2, 𝑘3, and 𝑘4 such that (𝑘1 < 𝑘2 < 𝑘3 < 𝑘4) and the following
holds true.

• At the end of the 𝑘𝑡ℎ1 round the formed configuration is B
from initial configuration A and remains till start of the 𝑘𝑡ℎ2
round.

• At the end of the 𝑘𝑡ℎ2 round the formed configuration is C
and remains till start of the 𝑘𝑡ℎ3 round.

• At the end of the 𝑘𝑡ℎ3 round the formed configuration is B
and remains till start of the 𝑘𝑡ℎ4 round.

• At the end of the 𝑘𝑡ℎ4 round the formed configuration is A.
Let 𝑟1 be the terminal robot in the initial configuration that is

farther from the middle robot and the 𝑟2 be the other terminal robot.
Let consider another execution 𝐸1 where from (𝑘1 + 1)𝑡ℎ round to
(𝑘3 − 1)𝑡ℎ round the robot 𝑟1 remains inactivated. Then 𝑘𝑡ℎ3 round
the view and state of 𝑟1 for execution 𝐸 is the same as the view and
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state of 𝑟1 in 𝑘𝑡ℎ1 round for execution 𝐸1. As according to execution
𝐸 of, in 𝐸1 the 𝑟1 will not decide to move if 𝑟1 is activated in 𝑘𝑡ℎ3
round. Also from the execution of 𝐸, 𝑟2 also does not decide to
move on activation in 𝑘𝑡ℎ3 round. Thus, after 𝑘𝑡ℎ3 round onwards
the configuration shall remain the same which is a contradiction.
Suppose the other way round happens. If 𝑟2 moves at all without 𝑟1
moving then it will create a configuration that yields a contradiction.
Suppose 𝑟1 moves after𝑚 rounds of 𝑘𝑡ℎ3 round. Then if from 𝑘𝑡ℎ1
round if 𝑟2 is not activated for consecutive𝑚 rounds then it creates
a contradictory configuration. Thus, A cannot solve the problem.
Thus the result follows. □

Next, we present an algorithm AlgoOSP that solves the OSP in
FCOM𝑆 . Suppose each robot has an external light that is initially
set off color and can take the color colN, colF, and colT. The
middle robot does nothing and its color remains off. We denote
the color variable of a robot 𝑟 as 𝑐𝑜𝑙𝑜𝑟 .𝑟 .

Algorithm 1: AlgoOSP: for a generic robot 𝑟 where 𝑟 ′
is the other terminal robot; 𝑑 and 𝑑′ are respectively the
distance of 𝑟 and 𝑟 ′ from middle robot
1 if 𝑐𝑜𝑙𝑜𝑟 .𝑟 ′=off then
2 if 𝑑 > 𝑑′ then
3 𝑐𝑜𝑙𝑜𝑟 .𝑟 = colN;
4 𝑟 moves towards the middle robot;
5 else if 𝑑 < 𝑑′ then
6 𝑐𝑜𝑙𝑜𝑟 .𝑟 = off;

7 else if 𝑐𝑜𝑙𝑜𝑟 .𝑟 ′ = colN then

8 if 𝑑 = 𝑑′ then
9 𝑐𝑜𝑙𝑜𝑟 .𝑟 = colN;

10 𝑟 moves away from the middle robot;
11 else if 𝑑 < 𝑑′ then
12 𝑐𝑜𝑙𝑜𝑟 .𝑟 = colF;

13 else if 𝑐𝑜𝑙𝑜𝑟 .𝑟 ′ = colF and 𝑑 > 𝑑′ then
14 𝑐𝑜𝑙𝑜𝑟 .𝑟 = colT;
15 𝑟 moves towards the middle robot;
16 else if 𝑐𝑜𝑙𝑜𝑟 .𝑟 ′ = colT and 𝑑 = 𝑑′ then
17 𝑟 moves away from the middle robot;
18 𝑐𝑜𝑙𝑜𝑟 .𝑟 = off;

Lemma 4.6. The AlgoOSP solves the OSP in model FCOM𝑆
.

Proof. Following lines 1-6 of the Algorithm AlgoOSP the con-
figuration transforms from A to B. Following from lines 7-10 of
the Algorithm AlgoOSP the configuration transforms from B to C.
Following lines 11-15 of the Algorithm AlgoOSP the configuration
transforms from C to B. Following from lines 16-18 of the Algo-
rithm AlgoOSP the configuration transforms from B to A. Then
following lines 5-6 the configuration becomes equal to the initial
configuration that is, the configuration is A with both robots color
off. Thus, we can conclude the result. □

Theorem 4.7. FSTA𝑆 ⊥ FCOM𝑆
.

Proof. In Lemma 3.4 and Lemma 4.2, we showed that there
exists a problem that is solvable in FSTA𝑆 but not solvable in
FCOM𝑆 . In Lemma 4.5 and Lemma 4.6 we showed that there
exists a problem that is solvable in FCOM𝑆 but not solvable in
FSTA𝑆 . Thus the result follows. □

5 Cross-comparison in FSYNC and SSYNC

First, we define a modified version of the Stand Up Indulgent Ren-
dezvous (SUIR) problem in the following.

Definition 5.1. Let two robots be placed on the endpoints of
a line graph of three nodes (Figure 10). One of the robots may
crash (i.e., stop working completely) at any time, and it does not
activate ever after. The problem SUIR asks the robots to meet at
the middle node (node with degree two) unless one of the robots
crashes before gathering. Otherwise, the non-crashed robot moves
to the crashed robot’s position. A robot cannot identify whether a
robot has crashed or not from the snapshot.

Figure 10: An image regarding problem SIUR

Lemma 5.2. ∃𝑅 ∈ R2, 𝑆𝑈 𝐼𝑅 ∉ LUMI𝑆 (𝑅).

Proof. If possible let there exist an algorithm A that solves the
problem in LUMI𝑆 . The scheduler can activate robots in such
a way that it eventually ends up with a configuration where two
robots are in one hop. If in each round only one robot is activated
alternatively then eventually one of the robots will move toward
the other robot, otherwise, the initial configuration will remain
forever. Thus eventually a configuration will be formed where two
robots are one hop away from each other before gathering. After
achieving such a configuration the gathering can be done only if
one of the robots moves toward the other but the other does not.
Suppose the colors of the robots are such that according to the
algorithm say, 𝑟1 is about to move. Then scheduler can choose to
crash 𝑟1. A similar argument can be made for the other robot. Thus,
even if one robot does not move in a particular round, it has to
choose to move eventually towards the other robot.

Let us end up with a configuration having robot 𝑟1 with color 𝑐1
and having robot 𝑟2 with color 𝑐2. If for such a scenario both robots
are supposed to move through then the scheduler will activate both
robots resulting in the same configuration at the end. Suppose for
this configuration 𝑟1 would move but 𝑟2 cannot wait forever at that
position because 𝑟1 can get crashed at its position. If 𝑟1 does not get
activated for enough rounds then 𝑟2 must move towards 𝑟1 after
finite rounds. Let the scheduler not activate 𝑟1 for that many rounds
then 𝑟2 rounds. Then after that, 𝑟2 after that would move towards
𝑟1. In that round, if 𝑟1 also chooses to move then the scheduler may
choose to activate both robots which results same configuration
getting formed again. If 𝑟1 does not move at this round, then also
𝑟1 cannot await there forever using the same argument as we used
earlier. Thus in this way, the scheduler can activate the robots in
such a way that the robots will not ever gather. □

Lemma 5.3. ∀𝑅 ∈ R2, 𝑆𝑈 𝐼𝑅 ∈ OBLOT 𝐹 (𝑅).
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Proof. We design an algorithm in which, on activation, a robot
shall move towards the other robot. In the first round, if no robot
crashes, then at the end of the round, the gathering will be done.
Otherwise, at the end of the first round, the non-crashed robot
shall move towards the crashed robot. In the next round, the non-
crashed robot will again move toward the crashed robot and gather
there. □

Theorem 5.4. For each𝑀 ∈ M,𝑀𝑆 < 𝑀𝐹
.

Proof. In Lemma 5.2 and Lemma 5.3 we showed that the prob-
lem SUIR is solvable in𝑀𝐹 for all𝑀 ∈ M but not solvable in𝑀𝑆

for all𝑀 ∈ M. Thus, the result follows. □

Theorem 5.5. For each𝑀 ∈ {FSTA, FCOM, LUMI},
OBLOT 𝐹 ⊥ 𝑀𝑆

.

Proof. In Lemma 5.2 and Lemma 5.3, we showed that the prob-
lem SUIR is solvable in OBLOT 𝐹 but not solvable in 𝑀𝑆 for all
𝑀 ∈ {FSTA, FCOM, LUMI}. In Lemma 3.3 and Lemma 3.4
we showed that there exists a problem that solves a problem in
FSTA𝑆 and thus in LUMI𝑆 but not solvable in OBLOT 𝐹 . In
Lemma 3.7 and Lemma 3.8, we showed that there exists a problem
that is solvable in FCOM𝑆 but not solvable in OBLOT 𝐹 . Thus,
the result follows. □

Theorem 5.6. For each𝑀 ∈ {FSTA, FCOM, LUMI},
OBLOT𝑆 < 𝑀𝐹

.

Proof. From Theorem 4.1 this result follows. □

Theorem 5.7. 𝑀𝑆 < LUMI𝐹 for all𝑀 ∈ {FSTA, FCOM}.

Proof. FSTA𝑆 < LUMI𝐹 follows from Theorem 3.9 and
FCOM𝑆 < LUMI𝐹 follows from Theorem 5.4. □

Theorem 5.8. FSTA𝐹 ⊥ 𝑀𝑆
for all𝑀 ∈ {F COM, LUMI}.

Proof. In Lemma 3.7 and Lemma 3.8, we showed that there is
a problem that is solvable in FCOM𝑆 , thus in LUMI𝑆 , but not
solvable in FSTA𝐹 . In Lemma 5.2 and Lemma 5.3, we showed
that there is a problem that is solvable in FSTA𝐹 but not solvable
in LUMI𝑆 , thus not in FCOM𝑆 . Thus, the result follows. □

Theorem 5.9. FCOM𝐹 > 𝑀𝑆
for all𝑀 ∈ {FSTA, LUMI}.

Proof. Since fromTheorem 3.1we haveFCOM𝐹 andLUMI𝐹
are equivalent computationally. Therefore rest we need to show
LUMI𝐹 > 𝑀𝑆 for all 𝑀 ∈ {FSTA, LUMI}. LUMI𝐹 >

FSTA𝑆 follows from Theorem 5.7 and LUMI𝐹 > LUMI𝑆
follows from Theorem 5.4. □

6 Comparisons under ASYNC scheduler

In this section we investigate comparisons when one variant has
scheduler Fsync. From a result of [7], we have the following Theo-
rem 6.1.

Theorem 6.1 ([7]). LUMI𝑆 ≡ LUMI𝐴 .

Theorem 6.2. 𝑀𝐴 < 𝑀𝐹
for all𝑀 ∈ M.

Proof. From Theorem 5.4, the result follows. □

Theorem 6.3. For each𝑀 ∈ M and𝑀1 ∈ {LUMI, FCOM},
𝑀𝐴 < 𝑀𝐹

1 .

Proof. From Theorem 5.4, Theorem 5.6, and Theorem 5.7,𝑀𝐴 <

𝑀𝐹
1 for all𝑀 ∈ M and𝑀𝐴 < LUMI𝐹 follows. From Theorem 3.1,

LUMI𝐹 ≡ FCOM𝐹 , the rest part of the result follows. □

Theorem 6.4. For each𝑀 ∈ {FSTA, FCOM, LUMI} and
𝐾 ∈ {Ssync, Fsync}, OBLOT𝐴 < 𝑀𝐾

.

Proof. From Theorem 4.1 the result follows. □

Theorem 6.5. For each 𝑀 ∈ {FSTA, FCOM, OBLOT },
LUMI𝐴 > 𝑀𝑆

.

Proof. FromTheorem 4.1 and Theorem 4.3, we haveLUMI𝑆 >

𝑀𝑆 for all𝑀 ∈ {FSTA, FCOM, OBLOT }. Then from Theo-
rem 6.1, the result follows. □

Theorem 6.6. 𝑀𝐴 < LUMI𝑆 for all𝑀 ∈ {FSTA, FCOM}.

Proof. From Theorem 4.3, the result follows. □

Theorem 6.7. For all𝑀 ∈ {OBLOT , FSTA, FCOM},𝑀𝐴 <

LUMI𝐴 .

Proof. In Lemma 3.7 and Lemma 3.8 we showed that there
exists a problem that is solvable in LUMI𝐴 but not solvable in
FSTA𝐴 , thus in OBLOT𝐴 . Then, in Lemma 3.4 and Lemma 4.2
we showed that there exists a problem that is solvable in LUMI𝐴
but not solvable in FCOM𝐴 . Hence the result follows. □

Theorem 6.8. OBLOT𝐴 < 𝑀𝐴
for all𝑀 ∈ {FSTA, FCOM}.

Proof. In Lemma 3.7 and Lemma 3.8 we showed that there
exists a problem that is solvable in FCOM𝐴 but not solvable in
OBLOT𝐴 . Then, in Lemma 3.4 and Lemma 4.2 we showed that
there exists a problem that is solvable in FSTA𝐴 but not solvable
in OBLOT𝐴 . Hence the result follows. □

Theorem 6.9. For all𝑀 ∈ {FSTA, FCOM, LUMI},
OBLOT 𝐹 ⊥ 𝑀𝐴

.

Proof. In Lemma 5.2 and Lemma 5.3, we showed that the prob-
lem SUIR is solvable in OBLOT 𝐹 but not solvable in 𝑀𝐴 for all
𝑀 ∈ {FSTA, FCOM, LUMI}. In Lemma 3.3 and Lemma 3.4,
we showed that there exists a problem that solves a problem in
FSTA𝐴 and thus in LUMI𝐴 but not solvable in OBLOT 𝐹 . In
Lemma 3.7 and Lemma 3.8, we showed that there exists a problem
that is solvable in FCOM𝐴 but not solvable in OBLOT 𝐹 . Thus,
the result follows. □

Theorem 6.10. FSTA𝐹 ⊥ 𝑀𝐴
for all𝑀 ∈ {F COM, LUMI}.

Proof. In Lemma 3.7 and Lemma 3.8, we showed that there is a
problem that is solvable in FCOM𝐴 , thus in LUMI𝐴 , but not
solvable in FSTA𝐹 . In Lemma 5.2 and Lemma 5.3, we showed
that there is a problem that is solvable in FSTA𝐹 but not solvable
in LUMI𝐴 , thus not in FCOM𝐴 . Thus, the result follows. □

Theorem 6.11. For all 𝐾1, 𝐾2 ∈ {Async, Ssync}, FSTA𝐾1 ⊥
FCOM𝐾2

.
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Proof. If both 𝐾1 and 𝐾2 are Ssync, then it is Theorem 4.7. In
Lemma 3.4 and Lemma 4.2, we showed that there exists a prob-
lem that is solvable in FSTA𝐴 but not solvable in FCOM𝑆 . In
Lemma 4.5 and Lemma 4.6 we showed that there exists a problem
that is solvable in FCOM𝐴 but not solvable in FSTA𝑆 . Thus,
the rest of the result follows. □

Finally, we achieve the table in the Figure 1. In the next section,
we conclude the work.

7 Conclusion

In this work, a complete computational relationships between four
different models OBLOT , FSTA, FCOM, and LUMI under
two synchronous schedulers Fsync and Ssync when a set of anony-
mous, identical autonomous, homogeneous robots are operating
on a graph embedded on euclidean plane. Also, this work refines
computational landscape for Async scheduler. A series of works
has been dedicated to refine the computational landscape when
robots are operating on an euclidean plane, but the same was miss-
ing when robots are operating on discrete regions like on different
graphs. This work aims to fill the gap. The table in Figure 1 provides
the results obtains in this work. Some of the comparisons in Async
scheduler are still remain open.

Further, in discrete setting there are various other well-used
models. One of them is limited visibility ([16]) or no visibility model.
Some models use infinite memory whereas some models use pebble,
white board model, or face-to-face model of communication (See
[8]). It would be an interesting to consider all the above-mentioned
models to make a comprehensive model-comparison.
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